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How to use this book

This book contains a bigram language model for generating text using only one or more d10 (ten-
sided) dice and a pen and paper to write down the generated text, according to the following
algorithm.

Algorithm

To generate new text using the bigram model in this book:

1. choose a starting word—pick any bold word from the book (note that punctuation e.g. [l count
as words in this model) and write it down

2. look up the word’s entry (i.e. use this book like a dictionary) to find all possible next words
according to the model

3. roll your d10s (if required): check for diamonds next to the word—this shows how many d10s

to roll (e.g., the ¢¢¢ meansroll 3 d10s). If there are no diamonds, there’s only one possible
next word—skip to step 5. Read the dice from left to right as a single number (e.g., rolling 2, 1
and 7 means your roll is 217)

4. find your next word: scan through the followers until you find the first number > your roll, or
just use the single word if no dice were rolled (write it down)

5. repeat from step 2 using this word as your new word, continuing this loop until you reach a
natural stopping point (like [-) or reach your desired text length

Example 1: single d10

Your current word is “cat” and its entry shows:

cat 4jsat 7|ran 10[slept

« one diamond (#) means roll 1 d10

« roll your dice: roll a 6

« find the next word: first number > 6 is 7|ran, so next word is “ran”
« write it down, look it up and continue the process

Example 2: multiple d10s

Your current word is “the” and its entry shows:

the ¢ 33/cat 66/dog 99]end

« two diamonds (#4) means roll 2 d10s

roll your dice: roll 5 and 8 — combine them to get 58

find the next word: first number > 58 is 66|dog, so next word is “dog”
write it down, look it up and continue the process






b)— you

[ ee 27|Sam 52|could 64[in
72|with 79|would 84{I 89jon
94fyou 97|so 99|will

[J## 44T 58not 70and 75/
81jwould 86[you 89|say
91|Sam 94|try 95|a 96|could
97|so 98|that 99|they

Q ¢¢ 14]house 27|mouse
41|train 53[box 65|car 77|fox
87|tree 94|goat 99|boat

aAINl ¢ 62[J 74/Sam 80[and
87|l 93|that 99|would

and ¢+ 42jham 69]I 80jin
88|you 91lhe 95on 99|there

anywhere ¢ 719 3|1
9you

are ¢ 53 9jso

be+ 51 71 9

boate s 9

box + s 9jwould

Car ¢ 4[J 6lyou 8leat 9|Sam
could ¢+ 57jnot 99jyou

dark < 4|0 5|here 6| 8|not
9|would

do ¢ 94jnot 96]I 99]so
eat ¢+ 91jthem 99|green
eggs and

fox e s 9jnot
goate 59 7|1 9jwould
good &

green eggs

ham ¢+ 540 901
99|Thank

he tries

here ¢+ 72|or 81|and 90|in
99|they

house + s 9jwould

I e+ 40/do 59am 78Jwill
94jwould 97|like 98|could
99|say

If you
in ee 72ja 99jthe
let me

like ¢+ 77|them 97|green
99|that

may ¢ sjlike 7[2 90
IMe be
mouse + s 9[I

not ¢ 42jlike 60[2 78jin
91|eat 97|with 99jon

on a
OY there
raine 719 9t

Sam ¢ 731 8319 899
94[If 99]let

say e 4 7]l 9fin

Se€e ¢ 73U 9lso

SO ¢ 4|good 5[I 7|like 9|you
Thank you

that sam

the ¢+ 63/dark 99)rain

them +¢ 23jin 41jwith
57| 73|here 86Janywhere
939 96Jand 97|eat 99|try

there+ sp o
they are

traine+ 3ja 6 $jnot
9|could

tree ¢ 5[0 8jnot 9[I
tries them
try them

will s¢ 47|not 83|eat
94|see 99|try

Wlth a

would +¢ 48|not 92|you
99|eat

you ¢¢ 29[ 41flike 52|may
61|let 67|do 73|eat 79|see
84|will 87|could 90[in 93|on
96|say 99|Thank

5/5



	How to use this book
	Algorithm
	Example 1: single d10
	Example 2: multiple d10s



